Derivative of Value Functions'

e Maximization step in the conventional DP algorithm:

Vi(x) =Vvi= max w(x,a)+BE{Mi1(x")|x,a},

geD (X t)

e Conventional fitting step: use the Lagrange ddta, v;) :
i =1,...,m} to construct the approximated value funct\grx).

e Envelope theorem: Let

V(x) = m;';lx f(Xy)

s.t.g(x,y) =0.
Lety*(x) be the optimizer and*(x) be the shadow price.
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Optimal Growth Models'

e Optimal Growth Problem:

Vo(ko) = max Z)ﬁt G, It) + B ur (kr),
S.L. I<t+1_ (ktalt)_ Ct, O§t<T7

e DP model of optimal growth problem:

Vi(k) =max u(c,1) +B\+1(F (k1) —©),




‘ Multi-Stage Portfolio Optimization I

e W: wealth at stagg stocks’ random returr® = (Ry,...,R,); bond’s
riskfree returnRs;

e S=(S1,...,Sn) ": money in the stockB; =W —e'S: money in
the bond,

e W1 =RiW—-e'S)+R'S

e Multi-Stage Portfolio Optimization Problem:

Vo(Wp) = max_ E{u(Wr)},

X, 0<t<T

e Bellman Equation:

(W) = max E{Vi.1(Re(W— e'S +R'9)},

W: state variableS. control variables.




Derivative of Value Functions: Examples'

For the optimal growth DP model,

VY (K) = BV (F (K, 17) — ) Re(k, 1),
wherec* andl* are the optimal controls for the givdn

For the multi-stage portfolio optimization problem,

V(W) = RiE{W/1(Rf(W—e'S") +R'S")},

whereS* are the optimal portfolio invested in stocks.

It seems that we need to compie, (F (k1) —c*) or

E{V/,,1(Rf (W —e'X*)+R'"X*)}, which are expensive. However,
problem (1) has other equivalent forms. We choose a form thath
dV (x) /dx can be easily computed.




‘ Derivative of Value Functionsin Optimal Growth Models'

e For the optimal growth problem,

Vi (K) max u(c, 1) + B\ (k)
C,
s.t.F(kl)—c—k" =0,
with k™, c andl as control variables.

e New formula for computingy/ (k):

VY (K) = ARe(k, 1),

whereA is the shadow price for the constraktk,l) —c— k™ =0,
and given directly by optimization packages.




Derivative of Value Functionsin Portfolio Optimization I

e For the multi-stage portfolio optimization problem,

V(W) = maxE{V1(RB+R'S)}.

stW-B-e'S=0,
with the bond allocatio8 and the stock allocatio8
e New formula for computing// (W):
VY (W) = A,

whereA is the shadow price for the constraift— B —e' S= 0.




Derivative of Value Functionsin General M odels'

e For an optimization problem,
V(x) = m};elx f(Xy)
s.t.g(x,y) =0,h(x,y) >0,

we can modify it as

Vix) = maxf(zy)

s.t.g(zy) =0,h(zy) > 0,x—z=0,
by adding a trivial control variablezand a trivial constrairk—z = 0.

e Then by the envelope theorem, we get

whereA is the shadow price for the trivial constramt x.




Numerical DP Algorithm with Hermite Interpolation I

Initialization. Choose the approximation nodég= {xit : 1 <i <m}
for everyt < T, and choose a functional form foi(x; b). Let
V(x;bT) = ur(x).

Step 1. Maximization step. For each € X, 1 <i < m, compute

vi =  max w(y,a)+BE{V Y yi,al,
e (Yit).y

st. x—Vyi=0

and § = Aj, where),; is the shadow price of the constraint
Xi—yi =0.

Step 2. Hermite fitting step. Compute tH# such tha/ (x; bt)
approximatesx;, v, s ) data.




Revised Schumaker Shape-Preserving I nter polation I

Step 1. Computed = (Vo — V1) /(%2 —X1). If |(s1+S2)/2— 8| < €, then

(S2—s1)(X—x1)?

S(X) =vi+S1(X—X1) + 200 —X1)

Y

and STOP.

Step 2. If (s;—9)(s2— ) >0, set
= (xa+%)/2, a=b=&—x, §:25—¥.
Else let

, a=(—9)/A\, b=(8—s1)/A, E=x1+a, S=30.

o(x) = Vi+S1(X—X1) +Ci(Xx—x1)%,  X€ [xq,&],
Ay +S(Xx—&) +Co(x—E&)?, X € [, %],

whereC; = (s—)/(2a), A, =vi+a(s1+5)/2, andC, = (s, —S) /(2b).




Chebyshev Interpolation with Hermite I nfor mation I

e If we have Hermite daté(x,vi,s) :i=1,...,m} on[a,b|, then the
following system of Znlinear equations produces coefficients for
degree th— 1 Chebyshev polynomial interpolation on the Hermite
data:

wherez, = inb‘_aa‘b (i=1,...,m) are the Chebyshev nodes|inl, 1],
andT;(z) are Chebyshev basis polynomials.




Numerical Examplesfor Optimal Growth Problems'

o B=0.95; f(k,1) = A1~ with a = 0.25,A= (1—B)/(ap);

Cl—y | 14+n
~__ _B
1-vy 1+n

u(c,l) =

with B= (1—a)Al™Y. k€ [0.2,3].
e Errors for optimal consumptions at stage O:

Copp(K) —c(K
. 0p(K) — G|
kelo.2k]  14|ch(K)|

wherecg pp IS the optimal consumption at stage O computed by
numerical DP algorithms, angd is the optimal consumption directly
computed by SNOPT in AMPL code on the model (1).




Errorsof optimal solutions computed by numerical DP algorithmswith Chebyshev inter polation

on m Chebyshev nodes using with Lagrange vs. Hermite data




Lagrange

Note: a(k) meansa x 10K,




Errorsof optimal solutions computed by numerical DP algorithmswith Schumaker inter polation

on mnodesusing Lagrange vs. Her mite data




Lagrange

Note: a(k) meansa x 10K,




Exact optimal allocation and value functions

bond at stage t=0 bond at stage t=1 bond at stage t=2
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bond at stage t=3 bond at stage t=4 bond at stage t=5




Relative Errorsof Optimal Stock Allocations from Numerical DP with
Schumaker interpolation using L agrange vs Her mite data

logyg(errors) ofS logyp(errors) ofS

logyg(errors) ofS, logyg(errors) of$




